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## Executive Summary

This report describes the research for tackling the problem of flocking for agents with individual goals as well as navigating through non-flying zones. This deliverable is part of the work package 5 . In this work package, it is assumed that due to the high density, the PAVs are automatically controlled and humans are passive passengers.
Literature about collective behavior in nature always assumes that the agents tend to achieve a common goal for the group as whole. For instance, swarm of birds are migrating towards a common location, group of robots can form a sensor network to gather information about a specific location. In a commuting scenario, PAVs have their own defined destination and are egoistic agents that do not want to alter too much their trajectory to join other groups of PAVs. We propose modifications to the standard Reynolds flocking rules that enable natural creation and leaving of flocks of PAVs.

We previously assumed that PAVs were flying in straight lines between their starting position and their destination. However, in a realistic environment, flight-forbidden areas or non-flying zones such as nuclear plants, large airports or military basis are present. The navigation scheme of the PAVs should be adapted in consequence in order to avoid those non-flying zones.
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## 1. Introduction

In Deliverables 5.3, a strategy to tackle the problem of mid-air collision avoidance for Personal Aerial Vehicles (PAVs) was presented. This strategy was able to avoid collisions between PAVs while meeting user-defined level of comfort.

### 1.1. Non-flying zones

To maximize the efficiency of the navigation, it was previously assumed that the PAVs were travelling in straight lines from their starting position to their destination. In a realistic scenario, this assumption can no longer hold. Cities, nuclear plants, military basis are examples of places that no one is allowed to flight over. Therefore, a navigation strategy that avoids nonflying zones should be introduced.

### 1.2. State of the art in collective behavior

Evolution came up with a simple solution to navigate safely in dense environments. In Nature, flocks of birds[1], school of fishes[2], swarms of insects[3], human crowds[4] and bacteria[5] are examples of collective behaviors emerging from local control and local sensing. As stated in [6], it can be observed that large-scale behaviors coming from self-organization process emerge spontaneously from only local interaction and local sensing.

In flocks of birds, we can observe emerging global behaviors from local rules and local knowledge of the environment without any central entity deciding for the whole ${ }^{3}$.

Flying in groups by decentralized control strategies can be divided in three main formation structures: the Leader-Follower (or Leader-Wingman) approach[7], [8], the Virtual leader approach[9] and the Behavior approach[10]-[12].

In the Leader-Wingman approach, one agent is defined as being the leader of the formation and all other agents are followers and are required to maintain a given distance and position with respect to the leader and neighbor agents. In such approach, each agent should be able to track precisely their own position as well as leader position and intent in order to maintain a rigid formation. This pseudo-rigidity makes collision avoidance a hard task especially in very dense environments as the formation has to react as a whole and error propagation makes rear agents react poorly to new dynamic threats.

In the Virtual leader approach, each agent tracks the same virtual leader that can either be a real agent or a virtual point. Agents are not required to maintain a relative distance to neighbor agents and thus overcome the drawback of error propagation of the Leader-Wingman approach. Nevertheless, as agents do not track neighbors, they might not be able to avoid collisions. Furthermore, a central entity should designate the leader as well as provide the trajectory of the Virtual Leader leading to communication issues as well as decision processes. The needs of central entity and communication are major drawbacks of such approaches.

Behavior approaches are inspired from Nature where flocks of birds tend to position themselves only by "sensing" local neighbors. Agents tend to position themselves with respect to local neighbors and recreate a given formation geometry. This approach doesn't suffer from single point of failure and is able to cope with dynamic changes of the environment.

[^2]Swarm intelligence has been widely used in Robotics. Thanks to scalability and redundancy, low cost platforms can be used together to perform higher-level tasks such as establishing communication network[13], [14], formation flying (leader-follower approach)[15], migration[16] or sensor network[17].
However, swarm literature always assume that the individual have a common goal such as migrating, mapping or forming sensor network. These strategies should therefore be adapted in order to cope with agents with individual goals such as PAVs in a commuting scenario.

## 2. Real-time simulator

A simulator was developed at EPFL-LIS able to simulate large number of flying agents in realtime or faster than real-time. The simulator was written in Ada ${ }^{4}$, a language designed for concurrent real-time systems and high-reliability applications. To obtain meaningful results, vehicle dynamics are simulated with a basic physical model, using response rates based on expected PAV dynamics as developed by the Liverpool project partners.

The source code of the simulator is easily extensible and any type of collision avoidance strategy can be implemented as well as any sensor input can be simulated. Hundreds of PAVs can be simulated in real-time on a current multi-core CPU.
In real-time mode, the Graphical User Interface (GUI) permits to either follow the trajectory of a particular flying agent (see Fig. 1) or to freely navigate in the environment to see the simulation run under different perspectives. At any time, the simulation can be paused and the user can freely navigate around to change his perspective.
The ability to go faster than real-time allows running a large number of simulations in order to explore the parameter space of the process and to have statistical meaningful results.


Figure 1: GUI of the Swarm simulator (very dense traffic).

### 2.1. Simulator data flow

A simulation step is split into five different stages (see Fig. 2) for each vehicle: three stages in the simulated real world (i.e. these stage could be implemented on a real platform) and two in the simulator layer (i.e. a layer that exists only in simulation). The output of each stage is the input of the following one. First, the neighbor selection stage selects the agents that are close enough to be in the sensor range of each other.. With this set, the simulated sensors feed the autopilot with various data (e.g. position, velocity, bearing) depending on the set of simulated sensors. With this information, the autopilot computes the command to the actuators, which

[^3]then creates a command to the control surfaces. The dynamics of the agent are simulated in a last stage, updating the state of the agent.


Figure 2: Simulator data flow chart.

Parallelization of the architecture of the different tasks allows taking advantage of multi-core computers to increase processing power. However computation for each agent should be synchronized at every step after the computation of the physics dynamics leading to complex synchronization events. Therefore, the simulator parallelizes each step one after the other, ensuring synchronization and efficient use of the computational power available.

## 3. Flocking for agents with individual goals

### 3.1. Modified Reynolds flocking

We propose an extension to the standard flocking in order to deal with agents with individual goals. In this Section, we recall first the seminal rules of Reynolds flocking[10] and then show how these rules can be adapted to cope with agents with individual goals.
In [10], Reynolds proposed three simple rules to explain the global behavior of a flock. These rules are based only on local sensing and interaction with local neighbors. These rules are

- Repulsion: if an agent is too close from a neighbor, it is pushed away;
- Velocity matching: the agent try to match its velocity with the nearby flock mates;
- Flock centering: the agent tries to reach to average position of its nearby flock mates.

Reynolds didn't propose any mathematical implementation for these rules. In [18], the authors presented a mathematical analysis as well as mathematical formulation of these rules. In this work, we base our approach on this formulation. In addition to Reynolds' rules, the authors proposed a fourth rule called migration that makes the agent move towards its goal.
The authors showed also that not all neighbors could be taken to perform flocking. For an agents $i$ located as $q_{i}$, the set of neighbors, $N_{i}$, that are selected for flocking, is defined as all neighboring agent $j$ such that

$$
N_{i}=\left\{j:\left\|q_{j}-q_{i}\right\|<r\right\}
$$

where $r$ is the interaction range. Only the agents of this set will influence agent $i$.

### 3.1.1. Mathematical definition

The mathematical formulation tend to create a formation where all agents are equally distant to its closest neighbors, in other words

$$
\left\|q_{j}-q_{i}\right\|=d \forall j \in N_{i}
$$

In [18], the authors uses a $\sigma$-norm for smoothness and to overcome the fact that the Euclidean norm is not differentiable at $z=0$. The $\sigma$-norm is defined as

$$
\|z\|_{\sigma}=\frac{1}{\epsilon}\left[\sqrt{1+\|z\|^{2}}-1\right]
$$

Therefore, the gradient is equal to

$$
\sigma_{\epsilon}(z)=\frac{z}{1+\epsilon\|z\|_{\sigma}}
$$

where $\epsilon>0$. The authors use a fixed value equal to 0.1 .
In addition, the authors defined a bump function which varies smoothly between 0 and 1 and is null above 1

$$
\rho_{\delta}(z)=\left\{\begin{array}{c}
1, z \in[0, \delta) \\
\frac{1}{2}\left[1+\cos \left(\pi \frac{z-\delta}{1-\delta}\right)\right], z \in[\delta, 1) \\
0, \text { otherwise }
\end{array}\right.
$$

with $\delta \in[0,1]$. The authors use again a fixed value for this parameter equal to 0.2 .
Finally, the authors defined an action function $\phi_{\alpha}(z)$ that vanishes for $z \geq r_{\alpha}$

$$
\begin{gathered}
\phi_{\alpha}(z)=\rho_{\delta}\left(z / r_{\alpha}\right) \phi\left(z-d_{\alpha}\right) \\
\phi(z)=\frac{a+b}{2} \frac{z+c}{\sqrt{1+(z+c)^{2}}}+\frac{a-b}{2}
\end{gathered}
$$

where $0<a \leq b, c=(b-a) / \sqrt{4 a b}$. This function, when integrated, creates a smooth attractive/repulsive pairwise potential $\psi_{\alpha}(z)$ which has a global minimum at $z=d_{\alpha}=\|d\|_{\sigma}$ and a finite cut-off at $z=r_{\alpha}=\|r\|_{\sigma}$. It is furthermore differentiable for all $z$.

### 3.1.2. Control strategy

The control input, $u$, of agent $i$ is composed of the sum of three terms:

$$
u_{i}=u_{i}^{m p}+u_{i}^{v m}+u_{i}^{\gamma}
$$

where $u_{i}^{m p}$ is a gradient-based term; $u_{i}^{v m}$ is the velocity consensus term and $u_{i}^{\gamma}$ is a navigational feedback term.

## Gradient-based term

The gradient-based term $u_{i}^{m p}$, or motion planning term encompasses both the separation (Fig. 3 ) and the cohesion (or flock centering) (Fig. 4) rules. The separation rule ensures that agents that are too closed from each other are getting repulsed from each other. The cohesion rule tends to steer the agent towards the center of mass of its neighbor set, $N_{i} . u_{i}^{m p}$ is then defined as

$$
u_{i}^{m p}=\sum_{j \in N_{i}} \phi_{\alpha}\left(\left\|q_{j}-q_{i}\right\|\right) n_{i j}
$$

where $\phi_{\alpha}$ is the action function previously defined, and $n_{i j}=\sigma_{\epsilon}\left(q_{j}-q_{i}\right)$ is a vector connecting $q_{i}$ to $q_{j}$.


Figure 3 Separation principle


Figure 4 Cohesion principle

## Velocity consensus term

The velocity consensus rule term $u_{i}^{v m}$ tends to align the velocity vectors (both direction and norm) of every agent in $N_{i}$ (Fig 5). This term is based on the relative velocity between the agent and its neighbor

$$
u_{i}^{v m}=\sum_{j \in N_{i}} a_{i j}\left(p_{j}-p_{i}\right)
$$

where $a_{i j}=\rho_{\delta}\left(\frac{\left\|q_{j}-q_{i}\right\|_{\sigma}}{r_{\sigma}}\right)$ is calculated by the bump function defined previously.


Figure 5 Velocity alignment principle

## Migration term

The migration term (Fig. 6) $u_{i}^{\gamma}$ makes the agent move towards its goal. This goal could be nonstatic. Therefore the control is expressed by

$$
u_{i}^{\gamma}=-c_{1}\left(q_{i}-q_{g}\right)-c_{2}\left(p_{i}-p_{g}\right)
$$

where $c_{1}, c_{2}>0$ are constants, $q_{g}$ is the position of the goal and $p_{g}$ is the velocity of the goal.


Figure 6 Migration principle

### 3.1.3. Modifications for agents with individual goals

The strategy extracted from [18] and presented so far as two drawbacks. First, the agents are assumed to have the same goal (or migration point). Second, the control input is equal to the derivative of the velocity. In the case of a PAV, we control directly the velocity and therefore the control scheme defined in the previous section has to be adapted.

## Agents with individual goals

The first issue is solved in two steps. First, the global goal $q_{g}$, is made specific to every PAV. In addition, the goal of each PAV is static such that the dynamic of the point is null and $c_{2}$ can be set to zero. Therefore, the migration term becomes

$$
u_{i}^{\gamma}=-c_{1}\left(q_{i}-q_{g_{i}}\right) .
$$

Second, there is no differentiation made on the current flight direction of neighboring PAVs and every agent will tend to get closer to neighbors even if they fly in opposite direction. This is clearly suboptimal and counter-intuitive in terms of human acceptance. One would not understand why the PAV steers towards potentially colliding neighbor.
We introduce a coefficient $c_{d}$ in the attraction and in the velocity matching terms. The PAV will be more attracted to PAVs flying in the same direction than the ones flying in the opposite direction. It will also tend to align more its velocity to PAVs travelling in the same direction. However, the repulsion will remain the same no matter the similarity of flight directions. The coefficient $c_{d}$ can be defined as

$$
c_{d}=\left(\frac{\left\langle v_{\text {opt }}, v_{\text {neighbor }}\right\rangle}{\left\|v_{\text {opt }}\right\|\left\|v_{\text {neighbor }}\right\|}+1\right) / 2 \in[0,1]
$$

where $v_{\text {opt }}$ is a vector pointing from the position of agent $i$ towards the direction of its goal (or its next waypoint), and $v_{\text {neighbor }}$ a vector pointing from the position of agent $i$ towards the direction of the considered neighbor. This means that an agent going close to the same
direction of agent's goal direction will have a coefficient close to 1 , whereas an agent going in opposite direction will have a coefficient close to 0 . We can furthermore be normalized this term with the number of neighbors. The gradient-based term becomes

$$
u_{i}^{m p}=\frac{1}{\operatorname{card}\left(N_{i}\right)} \sum_{j \in N_{i}} c_{i j} \phi_{\alpha}\left(\left\|q_{j}-q_{i}\right\|_{\sigma}\right) n_{i j}
$$

which can also be expressed as

$$
u_{i}^{m p}=\frac{1}{\operatorname{card}\left(N_{i}\right)} \sum_{j \in N_{i}} c_{i j} a_{i j} \phi\left(\left\|q_{j}-q_{i}\right\|_{\sigma}-d_{\alpha}\right) n_{i j}
$$

where $c_{i j}=\left\{\begin{array}{c}1, \text { if }\left\|q_{j}-q_{i}\right\|_{\sigma}<d_{\alpha} \\ c_{d}, \text { otherwise }\end{array}\right.$.
Figure 7 shows the amplitude of this last term (in magenta) for the case with a single neighbor considering a coefficient $c_{d}=1$. This term is composed of the action function $\phi_{\alpha}$ (in green), which is itself the combination of $a_{i j}$ and $\phi$ and of the norm of the vector $n_{i j}=\sigma_{\epsilon}\left(q_{j}-q_{j}\right)$. As it can be seen, the repulsion is stronger than the attraction in order to avoid having agents stuck together in small flock. Furthermore, this term is null at the scale of the lattice.


Figure 7 Amplitude of the motion planning term for a single neighbor
The coefficient $c_{d}$ is also used in the velocity matching control equation. It replaces $a_{i j}$ such that the agent tends to more align its velocity towards neighbors travelling in the same direction than its goal.

## Velocity control

To transform the control in a velocity control, we use Euler interpolation i.e.

$$
v_{i_{c}}(t)=u_{i} \Delta t+v_{i}(t-1)
$$

### 3.2. Joining/leaving a flock

In the previous section, we presented an improvement of standard Reynolds flocking to deal with agents with individual goals. The influence of the relative flight direction tends to create naturally flock of PAVs flying in the same direction. In similar fashion, when the direction of flight of a PAV in a flock changes too much, the PAV will naturally leave the flock and continue to fly towards its goal.

Joining and leaving flocks is done in a continuous way, avoiding oscillation problem that could occur if a binary state of membership was introduced.

## 4. Avoiding Non-flying zones

Non-flying zones are generally known beforehand and published by the aviation authorities of the area. The might be active only at certain period of time (e.g. military shooting areas) or at all time (e.g. nuclear plants, large airports). However, these changes occur over large period of time usually many orders of magnitude above the flight time planned for PAVs. In addition, the geographical zone on which they are active is fixed and do not move over the activation period.

Therefore, it can be assumed that the location of these zones are known beforehand and won't change over the time of a flight. Non-flying zones can in principle be avoided solely by a navigation scheme as opposed to a collision avoidance scheme to avoid mid-air collision avoidance as presented in Deliverable 5.3.

Navigation strategies can be run à priori of the flight in order to establish a flight plan. Each PAV can compute its own flight plan by considering the non-flying zone he should encounter on the trajectory to its destination.

### 4.1. Convex hull

The geometry of the non-flying zone can be complex. In order to find the shortest trajectory around a non-flying zone, we need to compute the convex hull of the geometry. We apply the Graham-Scan technique to compute this convex hull.

### 4.1.1. Graham-Scan technique

First, the point with the minimum xy-coordinates is selected as starting point (Fig. 8).


Figure 8 A set of point defining the non-flying zone, p0 is the first selected point to compute the convex hull

Then, the points are sorted by polar angle in counter clockwise order around p0 (Fig. 9).


Figure 9 Ordering of the points around p0
In the next step, the angle between two consecutive edges is computed and the common point rejected if it is not a vertex of the convex hull i.e. if at this point the curve make a non-left turn (Fig 10).


Figure 10 Selection of p1 and rejection of p2
The operation is repeated until the whole convex hull is obtained (Fig. 11).


Figure 11 Convex hull

### 4.2. Shortest path roadmaps

Introduced first in [19] and as the name states it, the shortest path planning strategy try to search for the shortest path between a start and ending position. Many different variation of this strategy exists and the interested reader can find plenty of them in [20].

### 4.2.1. Working principle

When an intersection between the trajectory and a flying zone is detected (Fig. 12), the distance from all the vertices of the non-flying zone to the trajectory is computed. On each side of the trajectory, the furthest vertices can be found and the closest furthest vertex is selected as new waypoint. This allows getting around the non-flying zone following the shortest path.


Figure 12 Furthest vertices on both side of the trajectory
The trajectory is therefore divided into segments between two waypoints (Fig. 13).


Figure 13 First vertex selected
The process is repeated recursively on each part of the new trajectory until no intersection between the trajectory and the non-flying zone is detected (Fig. 14,15).


Figure 14 Selection of the second waypoint


Figure 15 Final trajectory around the non-flying zone

### 4.3. Safety margin

The waypoints are located at the boundary of the non-flying zone. Any imprecision in the guidance process and the PAV would violate the non-flying zone. Therefore, a safety margin (Fig. 16 in green) is added around the non-flying zone. The size of the safety margin can be adapted to the performance of the guidance strategy.


Figure 16 Flight (in blue) around a non-flying zone (red) with a safety margin (green).

### 4.4. Multiple non-flying zones

The extension to multiple non-flying zones is straightforward. The strategy can simply be applied successively to one zone after another (Fig. 17).


Figure 17 Trajectory with multiple non-flying zones

### 4.5. Flying corridor and multi-PAV simulations

In the previous Section, we showed that a single PAV could fly between a start and end position while avoiding non-flying zones. On the top of this navigation strategy, the collision avoidance strategy presented in Deliverables 5.3 ensures that mid-air collisions are avoided. Therefore, the combination of these two strategies leads to have multiple PAVs avoiding multiple non-flying zones while avoiding mid-air collisions. An example of such scenario is presented on Figure 18.


Figure 18 Simulation with multiple PAVs avoiding multiple non-flying zones

## 5. Conclusion

In this Deliverable, we showed how Reynolds flocking rules could be adapted in order to cope with agents with individual goals. We proposed to take into account the difference of intended flight direction to alter the influence of selected rules. This allows the PAVs to join, create and leave flocks depending on their actual flight direction.
In addition, we showed how non-flying zones could be avoided by many PAVs while avoiding collisions. Simulations of many PAVs avoiding many non-flying zones were performed.
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